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ABSTRACT
Image tagging, also known as image annotation and image
conception detection, has been extensively studied in the
literature. However, most existing approaches can hardly
achieve satisfactory performance owing to the deficiency and
unreliability of the manually-labeled training data. In this
paper, we propose a new image tagging scheme, termed so-
cial assisted media tagging (SAMT), which leverages the
abundant user-generated images and the associated tags as
the “social assistance” to learn the classifiers. We focus on
addressing the following major challenges: (a) the noisy tags
associated to the web images; and (b) the desirable robust-
ness of the tagging model. We present a joint image tagging
framework which simultaneously refines the erroneous tags
of the web images as well as learns the reliable image classi-
fiers. In particular, we devise a novel tag refinement module
for identifying and eliminating the noisy tags by substan-
tially exploring and preserving the low-rank nature of the
tag matrix and the structured sparse property of the tag er-
rors. We develop a robust image tagging module based on
the ℓ2,p-norm for learning the reliable image classifiers. The
correlation of the two modules is well explored within the
joint framework to reinforce each other. Extensive exper-
iments on two real-world social image databases illustrate
the superiority of the proposed approach as compared to
the existing methods.
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1. INTRODUCTION
In recent years, we have witnessed an explosive growth of

the user-generated images on the Web driven by the rapid
advance of smart phones, high-speed internet and online
sharing sites (e.g., Flickr1 and Instagram2). There is an ur-
gent need for effectively and efficiently searching the image
content. The existing commercial image search engines, such
as Google3, provide the image search functionality based on
the textual metadata associated to the images. However,
the problem with text-based image search is that the textual
metadata are usually erroneous, incomplete and inconsistent
with the image content.

Many recent research endeavours have been dedicated to
learn semantic concepts as intermediate semantic represen-
tation to facilitate image retrieval [16, 3, 28, 5, 20, 27]. We
refer the task of predicting the presence of semantic con-
cepts in images as image annotation [18, 8] or image tag-
ging [23, 29, 24, 21, 26]. Most of the existing image tagging
approaches are developed based on machine learning tech-
niques, where sufficient high-quality training samples are of-
ten required in order to address the well-known semantic
gap [6] problem and achieve satisfactory performance. The
reliability of the training data forms a fundamental basis for
most of the components in the learning process, including
learning model formulation, model selection, evaluation, etc.
However, a long-standing obstacle is that the acquisition of
good-quality manually-labelled image data is difficult (even
for the domain experts) and expensive.

Over the last decade, the rapid evolution of social media
provides us a great opportunity to gather a large number
of user-generated images and their associated tags. These
valuable resources have enormous potential for handling the
deficiency of the training data in image tagging. In this
case, one may raise a natural question, i.e., how can we
effectively exploit the social user-tagged images to help su-
pervise the learning of the image classifiers? We argue that
it is non-trivial to involve this kind of user-tagged images
in the learning process due to the following two main chal-
lenges. On the one hand, the user-generated tags of the
web images are inevitably unreliable. In has been reported
that many user-generated tags of the images on the public
media sharing sites, such as Flickr, are erroneous and only
around 50% of tags are actually related to the image con-
tent [11]. The underlying reason is that the average users are
not well motivated for providing high-quality tags. If we use

1http://www.flickr.com/
2http://instagram.com/
3http://www.google.com/imghp
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Figure 1: Flowchart of the proposed SAMT framework.

such noisy image tags in the process of learning the image
classifiers, the performance of the resulting classifiers will
be severely degraded. On the other hand, the conventional
learning models are not robust and flexible enough to han-
dle the noisy Web data generated by the social users, which
makes it difficult to directly apply them for learning the re-
liable classifiers and achieving satisfactory performance.
Previous work has been dedicated to tag refinement [22,

17, 30, 11], i.e., the process of improving the quality of user-
generated tags associated to the web multimedia data based
on multimedia content analysis techniques. They explored
the tag-to-image relevance and further refined it with the
random walk model. Tang et al. [17] proposed to build a ro-
bust graph and applied graph-based semi-supervised learn-
ing technique to learn a tag ranking model to achieve tag
refinement. Liu et al. [11] formulated the tag refinement as
a tag ranking problem and applied a probabilistic method
to rank the associated tags of the images. In [22], Xu et al.
computed the tag relevance via an extended latent dirich-
let allocation model. They added a regularizer to incor-
porate visual information. Zhu et al. [30] simultaneously
explored low-rank properties, tag consistency and content
consistency to identify a refined tag matrix for web images.
While most of the previous work either try to cleanse the
noisy user-generated tags or enhance the robustness of the
existing approaches, few attempts have been made towards
exploring the correlation between these two tasks to make
them simultaneously reinforce each other. Besides, under
the environment of social media, both the tag matrix and
the tag errors may embody certain unique intrinsic proper-
ties, which are seldom explored and exploited in previous
work.
In this paper, in order to handle the above challenges

and problems, we propose a new image tagging framework,
termed social assisted media tagging (SAMT), which directly
takes the noisy social user-tagged images as the training data
for learning the reliable image classifiers. The contributions
of this paper are summarized as follows:

• We explore the intrinsic nature of the social tags and
the embedded tag noise. A novel tag refinement mod-
ule is proposed based on low rank matrix recovery and
sparse group lasso for refining the social tags as well
as identifying and eliminating the tag noise.

• We propose a robust image tagging module to further
alleviate the influence of tag noise and learn the reli-
able image classifiers. The robust module utilizes the

robust nature of the ℓ2,p-norm, which extends the ap-
plicable range of the ℓ2,1-norm.

• The correlation between the tag refinement module
and the robust tagging module are well investigated.
We devise a joint image tagging framework which takes
advantage of the reinforcement between the two mod-
ules.

• Extensive experiments on two real-world social image
datasets illustrate the superiority of the proposed ap-
proach as compared to the existing methods.

The reminder of this paper is structured as follows. We
elaborate the proposed social assisted media tagging system
in Section 2. Section 3 reports the experimental results and
analysis on various real-world image datasets. The conclu-
sion is given in Section 4.

2. SOCIAL ASSISTED MEDIA TAGGING

2.1 Preliminary and System Overview
Suppose we are provided with a set of user-tagged im-

ages X = {(xi, yi)}|ni=1 associated to a set of concepts C =
{cj}|mj=1. xi ∈ Rd×1 represents the ith image’s visual vector
in a certain visual space while yi ∈ {−1, 1}m×1 is the corre-
sponding label vector. yij = 1 indicates that the ith image
is tagged with the jth concept in C and yij = −1 implies
that the image is not associated to the concept cj . n is the
number of the images in X , m is the number of the con-
cepts in C, and d is the dimensionality of the visual space.
Without loss of generality, we may assume that a certain
number of the images in X are mislabeled, i.e., the tags of
these images are erroneous. In this case, the major goal is
to develop a novel image tagging scheme, which is able to
not only effectively refine the tags of the noisy user-tagged
images but also robustly learn the reliable image classifiers
for predicting the tags for unseen images.

Figure 1 illustrates the flowchart of the proposed image
tagging framework. Given the concept c, we first collect a
set of user-tagged images from the Web. Some of these im-
ages are associated to the concept c and some are not. These
images are then fed into the proposed social assisted media
tagging (SAMT) framework for refining the social tags and
learning the reliable image classifiers. The SAMT framework
consists of two modules: 1) a tag refinement module based
on low rank matrix recovery and sparse group lasso; and 2) a
robust image classifier learning module based on ℓ2,p-based



regression. The two modules exert reinforcing effects on each
other in order to achieve the better performance. As illus-
trated, the refined tags are used to “supervise” the learning
of the image classifiers while the learning process can help
achieve better tag refinement in return. In the online pre-
diction, the learnt classifiers are used to predict whether a
given test image should be assigned with the concepts in C
or not.

2.2 Refining User-Generated Tags
As aforementioned, in order to handle the deficiency of

training data, we seek help from the user-tagged images.
However, in most cases such images are erroneously tagged
and thus cannot be directly exploited for learning the image
classifiers. Besides, under the circumstance of social media,
both the user-generated tags and the tag noise may have
certain unique intrinsic properties, which should be explored
to guide the tag refinement process.
We observe that there exist many near-duplicate or dupli-

cate images on the Web. These images probably have iden-
tical semantics. In other words, the tags of these duplicate
images should be the same, which gives us a strong indica-
tion that the rank of the corresponding tag matrix should be
low enough. On the other hand, the tag errors should also
possess certain characteristics. In previous work [30], the
sparse property of the tag errors is captured via the ℓ1-norm,
which only controls the magnitude of the erroneous tags and
ignores the structural information. One consequence of this
method is that these identified erroneous tags tend to spread
over all the images, which implicitly indicates that all the
images are unreliable. However, according to our observa-
tion, only a small proportion of the images are actually mis-
labeled and only a few tags of these images are erroneously
assigned. Therefore, it is more reasonable to assume that
the matrix of the tag errors should be sparsely structured,
i.e., be sparse both at the sample level and at the element
level.
Based on the above analysis, we devise a tag refinement

module which simultaneously explores and preserves the en-
dowed low-rank nature of the “genuine” tag matrix as well
as the structured sparse property of the tag errors:

min
F,E

∥F∥∗ + λ(∥E∥2,1 + ∥E∥1),

s.t. Y = F + E,
(1)

where Y = [y1, y2, . . . , yn]
T ∈ Rn×m is the original tag ma-

trix with tag noise, F = [f1, f2, . . . , fn]
T ∈ Rn×m represents

the refined tag matrix and E ∈ Rn×m is the matrix of the
tag errors imposed on F and λ is a trade-off parameter. The
constraint Y =F+E indicates that the original tag matrix
Y is a combination of the genuine tag matrix F and the
error matrix E. ∥ · ∥∗ denotes the nuclear norm (i.e., the
sum of the singular values of a matrix). It is remarkable
that the nuclear norm helps explore the low-rank property
of the recovered tag matrix F while the mixed-sparsity term
(∥E∥2,1 + ∥E∥1) characterizes the structured sparse nature
of the tag error E and is expected to induce both sample-
wise and element-wise sparsity over E. Here, the ℓ2,1-norm
of E is defined as

∥E∥2,1 =
n∑

i=1

∥(E)i∥2, (2)

where (E)i denotes the ith row of E, i.e., the tag error of the

ith image. We can see that the ℓ2,1-norm ∥E∥2,1 is capable
of identifying the mislabeled image samples by inducing the
sample-wise sparsity over E, while the ℓ1-norm ∥E∥1 fur-
ther helps to generate the element-wise sparsity within the
identified noisy images, thereby pinpointing which tags are
actually mislabelled.

With the above tag refinement module, we may cleanse
the erroneous tag matrix Y and obtain the refined tag matrix
F for the training images. Next, we will detail a robust
classifier learning procedure with the refined training data.

2.3 Learning Robust Image Classifier
In this subsection, we focus on how to learn the robust im-

age classifiers with the training images in X together with
the refined tags in F . Under the circumstance of social me-
dia, due to the arbitrary and unpredictable tagging behav-
iors of the social users, it may become much more difficult
to conduct a thorough cleansing for the tag noise with the
above tag refinement module and some remaining noise may
still exist in the tags. If we directly feed the training data
into certain traditional model, such as ridge regression [7],
the tagging performance will be severely degraded.

In order to further alleviate the influence of the remaining
erroneous tags and learn the reliable image classifiers from
the refined training data, we expect the learning model to
be robust and tolerant to the potential tag noise. Without
loss of generality, the target is to learn the following linear
classifier:

f(x) = WTx+ b, (3)

where x ∈ Rd×1 denotes the visual feature of an image,
W ∈ Rd×m is the classification coefficients and b ∈ Rm×1 is
the bias term.

It has been shown [14] that the ℓ2,1-norm loss function
are endowed with more reliable robustness to noise or out-
liers than other traditional loss functions, such as hinge loss.
Therefore, we may employ the following ℓ2,1-based learning
model for learning the classifiers:

min
W,b

∥∥∥F −XTW − 1nb
T
∥∥∥
2,1

+ γ ∥W∥2F (4)

where X = [x1, x2, . . . , xn] ∈ Rd×n is the visual feature ma-
trix consisting of all the images in X ; 1n is an all-one vector
of size n × 1; γ is a trade-off parameter; and ∥ · ∥F de-
notes the Frobenius norm of a matrix. It is worth noting
that the residual of Eq. (4), i.e.,

∥∥F −XTW − 1nb
T
∥∥
2,1

,

is characterized using the ℓ2,1-norm loss rather than the
squared Frobenius norm. The underlying principle is that
we do not expect the error caused by the noisy samples to
be squared and over-emphasized, which naturally makes the
above model robust to noise.

Further, we may expect to extend the applicable range of
the ℓ2,1-based model in order to adapt to different situations
of the tag errors. To this end, we exploit a natural extension
of the ℓ2,1-norm, which is able to flexibly handle different
levels of the tag errors:

min
W,b

∥∥∥F −XTW − 1nb
T
∥∥∥
2,p

+ γ ∥W∥2F , (5)

where the ℓ2,p-norm is defined as follows:

∥M∥2,p =
n∑

i=1

∥∥(M)i
∥∥p

2
(6)



where (M)i is the ith row of the matrix M and p ∈ (0, 2] is a
parameter for controlling the robustness of the model. It is
remarkable that both the above ℓ2,1 model (p = 1) and the
ridge regression (p = 2) are special cases of the ℓ2,p model,
which further implies its more flexible applicability.
In this way, the model in Eq. (5) provides us a powerful

and flexible tool for training the robust image classifiers.
In the next part, we will elaborate a joint image tagging

framework which effectively combines the tag refinement
module and the classifier learning module by exploring their
correlation.

2.4 A Joint Framework
So far, we have developed two independent modules to un-

dertake the tasks of refining the erroneous tag matrix as well
as learning the robust image classifiers, respectively. In or-
der to perform the effective image tagging, a straightforward
two-step approach can be used, i.e., first refine the erroneous
tag matrix and then feed it together with the training im-
ages into the robust model for learning the image classifiers.
One limitation of this approach is that the intrinsic corre-
lation between these two modules are not well explored to
reinforce the performance of each other.
In this subsection, we propose a novel joint image tagging

framework, termed social assisted media tagging (SAMT),
which simultaneously conducts the tag refinement and clas-
sifier learning by exploring their intrinsic correlations. The
fundamental design principle of the SAMT framework lies
in that the tag refinement module and classifier learning
module should form a mutually-reinforcing learning loop, in
which the refined tags of the Web images should be well
explored to better supervise the learning of the image clas-
sifiers, while the classifier learning process is supposed to
guide a better tag refinement in return. Based on the above
analysis, we formulate the image tagging under the noisy
circumstance as follows:

min
F,E,W,b

∥F∥∗ + λ
(
∥E∥2,1 + ∥E∥1

)

+ µ

(∥∥∥F −XTW − 1nb
T
∥∥∥
2,p

+ γ ∥W∥2F
)
,

s.t. Y = F + E,

(7)

where µ is a trade-off parameter which controls the bal-
ance between the two modules. The objectives of the two
modules are simultaneously achieved under the joint frame-
work with their correlation substantially explored. Next, we
will present an effective solution for optimizing the SAMT
model.

2.5 Optimization
Note that Eq. (7) is difficult to solve because it is non-

convex w.r.t. all the variables at the same time, and the
non-smooth property of the weighted loss function makes it
non-trivial to optimize the problem as a whole. To address
the above challenges, we devise an effective algorithm to
optimize the model.

First, we introduce an alternative problem as below:

min
F,E,W,b

∥F∥∗ + λ
(
∥E∥2,1 + ∥E∥1

)

+ µ
(
Tr

(
(F−XTW−1nb

T )
T
D(F−XTW−1nb

T )
)

+γ ∥W∥2F
)
,

s.t. Y = F + E,
(8)

where Tr(·) is the trace of a matrix. D is a diagonal matrix
with its ith diagonal element defined as

Dii =
1

2
p ∥(F −XTW − 1nbT )i∥2−p

2

, (9)

where (F−XTW−1nb
T )i is the ith row of (F−XTW−1nb

T ).
We further rewrite the problem in Eq. (8) as follows:

min
J,F,E,W,b

∥J∥∗ + λ
(
∥E∥2,1 + ∥E∥1

)

+ µ
(
Tr

(
(F−XTW−1nb

T )
T
D(F−XTW−1nb

T )
)

+γ ∥W∥2F
)
,

s.t. Y = F + E ∧ J = F.
(10)

Note that D is actually dependent on F , W and b, which
makes the above problem difficult to solve. To handle this
problem, we design an iterative algorithm, which updates D
in each iteration with the F,W, b of the previous iteration.
In this way, D is disconnected with F,W, b, which makes the
problem in Eq. (10) solvable via exact or inexact Augmented
Lagrange Multiplier (ALM) method [10]:

min
J,F,E,W,b,G1,G2

∥J∥∗ + λ
(
∥E∥2,1 + ∥E∥1

)

+ µ
(
Tr

(
(F−XTW−1nb

T )
T
D(F−XTW−1nb

T )
)

+γ ∥W∥2F
)
+ Tr

(
GT

1
(Y − F − E) +GT

2
(F − J)

)

+
β
2

(
∥Y − F − E∥2F + ∥F − J∥2F

)
,

(11)

where G1 and G2 are the Lagrange multipliers and β > 0 is
a trade-off parameter.

Update W and b by fixing others. When updating
W and b by keeping others fixed, we obtain the following
sub-problem:

min
W,b

Tr((F−XTW−1nb
T )

T
D(F−XTW−1nb

T ))+γ ∥W∥2F ,

(12)
By setting the derivative of the above objective function
w.r.t. b to zero, we have

bT =
1T
nD

1T
nD1n

(F −XTW ). (13)

By substituting Eq. (13) into Eq. (12) we arrive at

min
W

Tr
(
(HF−HXTW )

T
D(HF−HXTW )

)
+ γ ∥W∥2F ,

(14)

where H = In − 1n1T
nD

1T
nD1n

. In is the n × n identity matrix.

Then, setting the derivative of the above objective function
w.r.t. W to zero, we have

W = (XHTDHXT + γIn)
−1XHTDHF. (15)



Update J by fixing others. When we fix all others
except J , we have the following sub-problem:

min
J

1
γ
∥J∥∗ +

1
2

∥∥∥∥J − (F +
G2

β
)

∥∥∥∥
2

F

, (16)

which can be solved by the singular value thresholding algo-
rithm [1].
Update F by fixing others. When we update F with

all other variables fixed, the problem reduces to

min
F

Tr
(
(F − F̂ )

T
D(F − F̂ )

)
+ tr

(
(GT

2
−GT

1
)F

)

+
β
2

(
∥Y − F − E∥2F + ∥F − J∥2F

)
,

(17)

where F̂ = XTW + 1nb
T . Then, we can update F with the

following closed-form solutions:

F = (2µD + 2βI)−1
(
2µDF̂ +G1 −G2 + β(J + Y − E)

)
.

(18)
Update E by fixing others. When updating E, we

need to solve the following sub-problem:

min
E

λ
β

(
∥E∥2,1 + ∥E∥1

)
+

1
2

∥∥∥∥E − (Y − F +
G1

β
)

∥∥∥∥
2

F

, (19)

which can be regarded as a sparse group lasso model [25, 4]
and can be efficiently solved using the SLEP optimization
toolbox [12].
Finally, we summarize the algorithm for solving the prob-

lem in Algorithm 1. It can be similarly proven [15] that by
iteratively solving the problem in Eq. (8) we can converge
to the optima of the problem in Eq. (7).

Algorithm 1 An iterative algorithm for solving the problem
in Eq. (7).

Input: The Web image data set X and the corresponding
noisy tag matrix Y ;

Output: The refined tag matrix F for the training image
set, the image classifier coefficients W and b;

1: Initialize J, F,E,W, b,G1, G2;
2: Initialize β = 10−6,βmax = 1010, ρ = 1.1;
3: repeat
4: Update D according to Eq. (9);
5: Update W according to Eq. (15);
6: Update b according to Eq. (13);
7: Update J by applying the singular value thresholding

operator on Eq. (16);
8: Update F according to Eq. (18);
9: Update E by solving the sparse group lasso problem

in Eq. (19) with the SLEP toolbox;
10: Update the multipliers G1 and G2:

{
G1 ← G1 + β(Y − F − E)
G2 ← G2 + β(F − J)

11: Update β ← min(ρβ,βmax);
12: until convergence
13: return F,W, b;

3. EXPERIMENTS
In this section, we evaluate the effectiveness of the pro-

posed social assisted media tagging framework.

3.1 Data and Experimental Settings
We utilized two real-world social image data sets, namely

NUS-WIDE-SCENE and NUS-WIDE [2], for evaluation. NUS-
WIDE contains 269, 648 Flickr images manually tagged with
81 tags, while NUS-WIDE-SCENE comprises 34, 928 Flickr
images with the ground-truth of 33 tags. The images in
both data sets are associated with 5, 018 user-generated tags,
which are quite noisy. We used the tags with ground-truth as
the evaluated tags. For each evaluated tag, we randomly se-
lected {10, 20, 30, 40, 50} positive samples to form the train-
ing set.

We extracted four types of visual features for image repre-
sentation, including a 9D edge feature, a 512D color feature,
a 512D texture feature [9] and a 4, 096D bag-of-visual-word
feature based on Scale Invariant Feature Transform (SIFT)
descriptors [13]. For the color, texture, and SIFT descrip-
tors, we used the locality-constrained linear sparse coding
(LLC) [19] method with max-pooling to generate the visual
representations. Further, we divided each image into 2 × 3
grids, and for each grid and the whole image, we extracted
all the four features. Thus, we have a 35, 903D (5, 129 × 7)
feature for each image. Finally, we used PCA to reduce the
dimensionality to 1, 024.

We compared the proposed SAMT framework with the
following state-of-the-art approaches and baselines:

• ITR [30], which utilizes an low-rank model and con-
tent consistency to refine the tags of the web images.
It does not learn any classifiers for future use.

• L2pRR [14], which extends the original ℓ2,1-norm
model to its more flexible variant ℓ2,p-norm model as
described in Section 2.4. It directly takes the noisy
tags as input for learning.

• ITR+L2pRR [30, 14], which first uses the ITRmethod
to cleanse the tags and then learns the classifiers with
the robust ridge regression (L2pRR) model [14].

• SAMTL2, which is a variant of the SAMT approach
except that its loss function is based on ℓ2-norm in-
stead of ℓ2,p-norm.

• LR+L2pRR, which first uses the tag refinement pro-
posed in this work (referred as LR) and then learns
the classifiers with the L2pRR model.

• SocialTagging, which refers to the process of the so-
cial users generating the tags for the web images.

We test all the balance parameters in all the evaluated meth-
ods in {10−6,10−4,10−2,100,102,104,106} for fair compari-
son. For all the methods that are based on ℓ2,p-norm, we
set p in the range of {0.5, 1.0, 1.5}. We used the average
precision (AP) of each individual tag and the mean average
precision (mAP) of all the evaluated tags as the evaluation
metrics. We repeated each experiment five times and re-
ported the average results.

3.2 Comparison in Image Tagging
Figure 2 reports the comparison of image tagging per-

formance between the proposed SAMT framework and the
state-of-the-art methods and baselines, including ITA+L2pRR
[30], LR+L2pRR [14] and L2pRR [14]. Figure 2(a) and 2(b)
report the mAP performance of all the comparing methods
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Figure 2: Comparison of different image tagging
approaches: (a) mAP on NUS-WIDE-SCENE; (b)
mAP on NUS-WIDE; (c) Detailed AP of representa-
tive tags on NUS-WIDE-SCENE; and (d) Detailed
AP of representative tags on NUS-WIDE.

over all the evaluated tags with different numbers of positive
samples per tag on NUS-WIDE-SCENE and NUS-WIDE,
respectively. Due to space limit, different from Figure 2(a)
and 2(b) with all the evaluated tags, we only report several
representative tags of NUS-WIDE-SCENE and NUS-WIDE
in Figure 2(c) and 2(d), respectively. From these results,
we derive the following observations and analysis from these
results:

• The proposed SAMT approach consistently achieves
the best performance amongst all the comparing ap-
proaches w.r.t. different numbers of training samples
on the two data sets. The superiority of the proposed
SAMT approaches over the other approaches mainly
attributes to the substantial exploration of the prop-
erties of the genuine tag matrix and the error, as well
as the correlation of the refinement module and the
classifier learning module.

• L2pRR always achieves the worst performance w.r.t.

different numbers of training samples on the two data
sets. We understand that the original tags of the
web images are noisy and this phenomenon indicates
that the tag refinement strategies exploited in different
methods really help alleviate the influence of the errors
and improve the tagging performance. It is worth men-
tioning that the tag refinement strategy of the SAMT
approach is the best one because all the other meth-
ods fail to capture the intrinsic correlation of the tag
refinement and learning modules.

• When we increase the number of the training images,
even though more potential tag noise may be brought
in the learning process, the performance of all the com-
paring methods keeps improving. This phenomenon
shows that the number of training images is a signifi-
cant factor in achieving better performance.

3.3 Effects of Tag Refinement
In this subsection, we provide a quantitative evaluation on

the capability of the proposal SAMT approach in cleansing
the tag noise by comparing to the state-of-the-art tag refine-
ment methods and baselines, including ITA, LR, SAMTL2
and SocialTagging. In particular, for different tag refine-
ment methods, we examine the quality of the refined tags of
the training data by comparing them to the ground-truth.
As we can see, Figure 3(a) and 3(b) report the mAP perfor-
mance with different numbers of positive samples per tag on
NUS-WIDE-SCENE and NUS-WIDE, respectively. Again,
we report the AP of several representative tags of NUS-
WIDE-SCENE and NUS-WIDE in Figure 3(c) and 3(d),
respectively. We have the following conclusions from these
results:

• SocialTagging consistently performs the worst under
different settings on the two data sets. In particular,
the performance of mAP achieves only around 40% on
NUS-WIDE and 50% on NUS-WIDE-SCENE, which
clearly indicates that the original tags of the web im-
ages contain quite a proportion of noise. Among all
the tag refinement methods, our proposed SAMT and
SAMTL2 always outperform the other methods due to
the in-depth investigation of the low-rank property of
the tag matrix and the structured sparse property of
the tag errors, as well as the correlation of the refine-
ment module and the classifier learning module.

• The SAMT approach consistently achieves better per-
formance than its non-robust version, namely SAMTL2.
This further demonstrates that the robust ℓ2,p-based
ridge regression actually exerts more positive reinforce-
ment on the tag refinement module than the tradi-
tional ridge regression does. The underlying reason is
because the robust ridge regression model is able to
alleviate more influence caused by the remaining tag
errors in each iteration, resulting in a better tag refine-
ment process and a more reliable learning of the image
classifiers.

• As shown in Figure 3(a) and 3(b), as the number of the
training images increases, the performance of all the
comparing methods for refining the tags of the train-
ing data shows descending trends. The reason is that
when we use more training data, more potential noise
may be introduced into the learning process, which
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Figure 3: Effects of tag refinement of different com-
paring methods on the training data: (a) mAP on
NUS-WIDE-SCENE; (b) mAP on NUS-WIDE; (c)
Detailed AP of representative tags on NUS-WIDE-
SCENE; and (d) Detailed AP of representative tags
on NUS-WIDE.

exerts much negative influence on the tag refinement
performance.

3.4 Effects of Robustness
In this subsection, we evaluate the robustness of the ℓ2,p-

norm for alleviating the influence of the noisy user-generated
tags. We report the mAP and detailed AP of representa-
tive individual tags on the test data in the two data sets.
We report the results of the comparison between the pro-
posed SAMT approach, its non-robust variant SAMTL2,
the ITA+L2pRR and its non-robust version ITA+L2RR in
Figure 4. Figure 4(a) and 4(b) report mAP performance
with different numbers of positive samples per tag on NUS-
WIDE-SCENE and NUS-WIDE, respectively. We illustrate
the AP of several representative tags of NUS-WIDE-SCENE
and NUS-WIDE in Figure 4(c) and 4(d), respectively. From
these results, we can see that the proposed SAMT approach
consistently achieves better performance than its SAMTL2

variant; while ITR+L2pRR always outperforms its non-robust
version ITR+L2RR. Besides, even though the correlation
between the tag refinement module and the learning module,
the ITA+L2pRR still performs better than the SAMTL2
approach. These observations clearly shows that the robust
ridge regression is indeed crucial for both eliminating the
tag noise and the learning of the reliable image classifiers.
While the ℓ2,p-based ridge regression takes advantages of the
robust property of the ℓ2,p-norm, which effectively reinforces
the tag refinement module than the traditional ridge regres-
sion does. Further, the more refined tags help the ℓ2,p-based
ridge regression to learn the more reliable classifiers, leading
to a virtuous circle for the whole learning process.
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Figure 4: Effects of robustness on different datasets:
(a) mAP on NUS-WIDE-SCENE; (b) mAP on NUS-
WIDE; (c) Detailed AP of representative tags on
NUS-WIDE-SCENE; and (d) Detailed AP of repre-
sentative tags on NUS-WIDE.

4. CONCLUSIONS
In this paper, we investigated the problem of facilitat-

ing image tagging with “social assistance”. A long-standing
obstacle for most of the existing image tagging approaches



to achieve satisfactory performance is the scarcity of the
high-quality training data. In order to handle this problem,
we presented a new image tagging scheme, termed social
assisted media tagging (SAMT), which uses the abundant
web images associated with plentiful yet erroneous user-
generated tags. We mainly addressed the following chal-
lenges, i.e., noisy tags associated to web images and the
desirable robustness of the tagging model. In particular, we
proposed a novel tag refinement approach based on low rank
matrix recovery and sparse group lasso for identifying and
eliminating tag noise and a robust tagging model based on
ℓ2,p-norm for further alleviating the influence of noise and
learning reliable image classifiers. Further, we designed a
unified model which explores the in-depth reinforcement be-
tween the two components. Extensive experiments on two
real-world social image databases illustrate the superiority
of the proposed approach as compared to existing methods.
In future, we will improve the scalability of the proposed
framework to handle big multimedia data.
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